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Synopsis Although climates are rapidly changing on a global scale, these changes cannot easily be extrapolated to the

local scales experienced by organisms. In fact, such generalizations might be quite problematic. For instance, models used

to predict shifts in the ranges of species during climate change rarely incorporate data resolved to <1 km2, although most

organisms integrate climatic drivers at much smaller scales. Empirical studies alone suggest that the operative temper-

atures of many organisms vary by as much as 10–208C on a local scale, depending on vegetation, geology, and topog-

raphy. Furthermore, this variation in abiotic factors ignores thermoregulatory behaviors that many animals use to balance

heat loads. Through a set of simulations, we demonstrate how variability in elevational topography can attenuate the

effects of warming climates. These simulations suggest that changing climates do not always impact organisms negatively.

Importantly, these simulations involve well-known relationships in biophysical ecology that show how no two organisms

experience the same climate in the same way. We suggest that, when coupled with thermoregulatory behavior, variation

in topographic features can mask the acute effect of climate change in many cases.

Introduction

As climates change rapidly at both regional and

global scales, biologists are faced with the challenge

of predicting the responses of ecological systems

(IPCC 2007; Pereira et al. 2010). One class of prob-

lems has focused on the responses of species to an-

ticipated changes in temperature and precipitation

(Elith and Leathwick 2009; Franklin 2009). Indeed,

many models have been developed recently to pre-

dict both contemporary ranges of species and future

shifts in range, largely based on the concept of the

fundamental niche. These models can be broadly di-

vided into statistical (e.g., Elith et al. 2006; Guisan

et al. 2007b) and mechanistic approaches (e.g.,

Porter et al 2002; Buckley et al. 2010). Although

practitioners of both approaches consider environ-

mental variables at local scales when predicting the

limits of species’ ranges, the requirements of data

and ease of implementation of the two approaches

differ dramatically. Statistical models are attractive

because they simply relate geo-referenced climate

data (as well as other data available from

Geographic Information Systems) to the presences

and absences of a species, without the need to specify

detailed biological mechanisms. On the other hand,

mechanistic approaches are potentially more robust

because they characterize niches from the principles

of heat and mass balance. Using this approach, per-

sistence of a species at any geographical location is

modeled by explicitly linking local climates (past,

present, or future) to the physiological and behav-

ioral performances of individuals and (in some cases)

to the dynamics of populations (Kearney and Porter

2004; Crozier and Dwyer 2006; Buckley 2008).

Recently, Buckley et al. (2010) compared the per-

formances of several statistical and mechanistic

models. From this comparison, two points emerged.

First, although statistical models tended to predict
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current ranges rather well, they did not predict dra-

matic shifts in ranges expected under typical scenar-

ios of climate change. Second, although mechanistic

models seemed sensitive to contemporary and future

climates, predicted ranges depended on the types of

mechanisms used to define the persistence of a pop-

ulation. The failure of statistical models to predict

geographic ranges during climate change likely

arose simply because models are confronted with

novel climates for which there are no modern ana-

logs (Williams and Jackson 2007; Suding et al. 2008).

Unfortunately, there may be no solution to this

problem, no matter how sophisticated the statistical

approach. Because mechanistic approaches model

fundamental niches independently of historical cli-

mates, their predictions are more or less immune

to the problem presented by novel climates.

That said, mechanistic models suffer from a long

list of issues that affect the accuracy of their predic-

tions. With respect to biological realism, mechanistic

models generally have ignored historical effects and

species’ interactions (Jackson et al. 2009; Gilman

et al. 2010). Dispersal and migration, including the

inability to overcome barriers (Massot et al. 2008;

Carvalho 2010), are rarely considered. The acclima-

tion or adaptation of physiology and behavior (as a

dynamic process) are typically ignored as well

(Chevin et al. 2010). But, even if these biological

processes were considered, mechanistic models

would still suffer from two problems with regard

to their representation of the environment. First,

the spatial scales of the environment in the models

greatly exceed the scales actually experienced by or-

ganisms. The most readily and freely available data

for climate modeling are resolved at scales from 30 m

to 1 km (e.g., WORLDCLIM data); yet, many organ-

isms experience environmental heterogeneity on

scales of less than a meter (e.g., Helmuth 1998).

Despite the mismatch between scales, models formu-

lated for the same species at different spatial resolu-

tions can predict inconsistent patterns (Guisan et al.

2007a; Trivedi et al. 2008). The second problem is

that most organisms do not experience the climatic

conditions recorded at weather stations, but rather as

some integration of those conditions. Together, air

temperature, radiation, surface temperature, and

wind speed determine the operative temperature of

an organism of a particular shape, size, and color

(Bakken 1992; Dzialowski 2005). Therefore, operative

temperature is a more appropriate index of the en-

vironmental conditions surrounding an organism

than is air temperature. Additionally, landscape fea-

tures will influence the drivers of operative temper-

ature. Although some mechanistic models implicitly

incorporate such factors (topography, vegetation,

etc.) into their calculations (e.g., Porter et al.

2002), we believe that an explicit treatment of such

factors might reveal the extent to which they con-

tribute to the thermal heterogeneity of an environ-

ment. Given these two problems, mechanistic models

have failed to accurately portray environments in

terms of the magnitude of climatic variables and

their heterogeneity through space and time, which

are of importance to the thermoregulatory perfor-

mance of individuals.

In this article, we examine how spatial heteroge-

neity can impact biological responses to thermal

landscapes at scales that are more relevant to organ-

isms. Specifically, we examine the effects of topo-

graphic relief on the range of operative

temperatures available for behavioral thermoregula-

tion and physiological performance. We show that,

given identical climatic data, landscapes with increas-

ing topographic relief produce thermal heterogeneity

for small organisms that can be exploited for ther-

moregulation. Consequently, topographic relief pro-

vides increased potential for activity under

contemporary climates, and such properties of land-

scapes might ameliorate some negative effects of cli-

mate change. Given that current models of species’

ranges assume homogeneity of topography over

scales that exceed those pertaining to organisms, we

suggest that future iterations of such models consider

the topographical properties of landscapes at much

smaller resolutions.

Methods

To explore the effects of topography on operative

temperatures, we constructed three artificial land-

scapes that differed in elevational relief. First, an ar-

tificial fractal landscape was constructed using the

r.surf.fractal tool in GRASS GIS (GRASS

Development Team 2010). This tool creates a simu-

lated land surface of a specified fractal dimension

(Saupe 1988). The generated fractal surface is repre-

sented as a set of raster data containing elevations for

each pixel of the resulting map. Landscapes for this

simulation were devoid of vegetation. Resulting land-

scapes were represented by a 100-pixel by 100-pixel

grid, where the spatial resolution of each pixel in the

grid was 1.0� 1.0 m. We chose this spatial scale to

illustrate the effects of topography, but an even finer

resolution is likely to be more appropriate for the

scale of environmental heterogeneity experienced by

many organisms. To create different topographies,

we either compressed or expanded the elevational

range of the original surface by scaling each pixel

Effects of topography on thermal heterogeneity 667
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to fit a specified range. Here, we created a flat land-

scape with an elevational range of 1 m, a bumpy

landscape with an elevational range of 4 m, and a

hilly landscape with an elevational range of 16 m.

Once these topographies were created, we generated

corresponding raster maps of slopes and aspects

using the r.slope.aspect tool in GRASS GIS

(Hofierka et al. 2009). These three layers of data

were used as the topographic inputs in a simple bio-

physical model (see Appendix) that predicts the op-

erative temperatures of a small lizard (e.g., Sceloporus

undulatus).

To predict operative temperatures over the differ-

ent artificial landscapes, we coupled the topographic

data with a series of climate data for a day in June at

an arbitrarily chosen site in New Mexico, USA (co-

ordinates: 348N, 1068W). Operative temperatures

were calculated as a function of microclimatic and

organismal properties (Bakken 1992; Campbell and

Norman 1998). Daily profiles of air temperatures

were modeled from daily maximal and minimal tem-

peratures (Campbell and Norman 1998). For sim-

plicity, ground temperatures were assumed to be

similar to air temperatures and wind speeds were

set to 0.1 m/s for all simulations. We acknowledge

that topography might also influence prevailing

wind patterns; however, wind speeds are lower at

the ground surface, which lessens the impact of

wind speed (versus that of radiation) on operative

temperature. Thus, the thermal heterogeneity mod-

eled here represents a conservative estimate, but

makes the point that surface topography matters.

Radiation incident to a flat plane was modeled

using standard equations, which consider geographic

location, time of day, and day of year (see Gates

1980). To model changes in incident radiation on

surfaces that varied in slope and aspect, we calculated

an angle of incidence, which was then substituted for

the zenith angle (if the sun was above the horizon)

to adjust radiation through the cosine law (Gates

1980). To further attenuate radiation at the surface,

we modeled shadows cast by hills at every pixel and

at each time step (Dozier et al. 1981; Dubayah and

Rich 1995). If a pixel was shaded, the shortwave

terms in the function of operative temperature

were set to zero. For this set of simulations, we mod-

eled an operative temperature for each pixel (1-m2)

once every 15 min. Additional information about this

model can be found in the Appendix.

Once operative temperatures were calculated, we

used the resultant maps to infer potential activity

and energetics for each topography. For a cursory

analysis of activity, temperatures were classified

into two categories: those that fell within the range

of temperatures suitable for surface activity and those

that exceeded the critical thermal maximum for a

‘‘typical’’ lizard. We assumed that a range of

29–378C permits activity, which roughly corresponds

to the range of temperatures for active lizards

(Sceloporus spp.) in temperate regions of North

America (Crowley 1985; Angilletta 2001; Sears

2005). We used a critical thermal maximum of

418C (Angilletta et al. 2002). Lizards were considered

active if any pixel had an operative temperature

within the bounds set for surface activity. Similar

assumptions characterize most eco-physiological

models of activity (e.g., Kearney and Porter 2004;

Buckley 2008). Lastly, we created a map of potential

energy gain by transforming temperatures through a

simple bioenergetic model (Grant and Porter 1992).

To examine the effect of a changing climate on ther-

mal landscapes (and its consequences), we simulated

operative temperatures for contemporary climates

(based on historical weather data), as well as for a

warming scenario (þ38C above historical condi-

tions). All simulations were programmed using the

Python programming language along with the

NumPy library (Oliphant 2007).

Results and discussion

We hoped to make three major points by consider-

ing the effects of elevational topography on thermal

heterogeneity in spatially explicit, realistic landscapes.

First, identical climates can produce very different

microclimates at the spatial scales experienced by or-

ganisms. Second, greater topographic relief should

decrease selective pressure on thermal physiology

for organisms that use behavior to avoid thermal

extremes in heterogeneous environments (Huey

et al. 2003). Third, topographic diversity should

buffer the impacts of climate change by facilitating

behavioral thermoregulation.

Thermal heterogeneity at small scales increases

with topographic relief of the local environment,

even under identical local climates (Fig. 1). One

can easily detect this pattern among three simulated

landscapes for a typical summer morning (Fig. 2).

For a flat environment, operative temperatures do

not vary appreciably throughout space at any point

in time (Fig. 1). The mean range of temperatures at

any instance throughout the day is 1.37� 1.188C
(mean� standard deviation). Thus, both behavioral

thermoregulation and physiological performance will

be highly constrained in flat environments (all else

being equal). For habitats with greater topographic

relief, the range of operative temperatures through-

out space increases at any given time. Mean ranges of
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temperatures are 12.20� 8.518C in the bumpy habi-

tat and 17.37� 6.918C in the hilly habitat.

Thermal heterogeneity might enable organisms to

extend their activity by selecting preferred microcli-

mates, resulting in longer exposure to temperatures

that maximize physiological performance. That said,

preferred microclimates become more patchily dis-

tributed as topographic relief increases (Fig. 2). In

flat areas, preferred microclimates are either present

or absent at virtually all sites within the landscape,

depending on the time of day. Thus, while the task

of locating preferred microclimates will be trivial at

certain times of the day, these windows of time are

limited. With increasing topographic relief, the po-

tential duration of activity increases (flat: 4.5 h;

bumpy: 7.00 h; hilly: 9.25 h), but a smaller portion

of the landscape contains preferred microclimates

during windows of time that permit activity.

Generally, individuals can be active at earlier and

later periods of the day because particular slopes

and aspects favor higher incident radiation than do

flat surfaces. Likewise, activity can extend into

warmer parts of the day in bumpier habitats, because

of the presence of shadows and angles of incidence

that reduce incident radiation relative to that of a flat

surface. Furthermore, thermal heterogeneity can de-

crease the duration between morning and evening

peaks in activity, particularly during midsummer.

Thus, topographic relief extends the potential time

for activity beyond that in a flat landscape, with the

tradeoff that not all parts of the landscape will be

suitable during activity.

Fig. 1 (A) Flat, bumpy, and hilly topographies were created to examine the effects of elevational relief on thermal landscapes. (B) For

each topography, operative temperatures were modeled at 15-min intervals for the 170th day of the year. In each plot, the median

temperature as well as the middle 50% and middle 95% of temperatures are plotted across the day. The dark gray area represents

temperatures within a lizard’s preferred range of temperatures (32–368C), and the light gray area represents the temperatures suitable

for surface activity (29–378C). (C) From these operative temperatures, we plotted the areas that fell within the range required for

surface activity as well as the areas of habitat that exceeded the critical thermal maximum. Shaded areas represent the times of day

when surface activity was possible. As elevational relief increases, potential activity increases and the interval between peaks in activity

decreases. (D) As a consequence of operative temperatures, potential gains in energy (assuming a full gut) are plotted. Increased

elevational relief confers the potential for increased energetic gains.
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Why does thermal heterogeneity matter? In addi-

tion to extending opportunities for activity, thermal

heterogeneity also determines the cost of behavioral

thermoregulation (Huey and Slatkin 1976; reviewed

by Angilletta 2009). In a related set of simulations,

which focused on a lizard’s ability to thermoregulate

in various landscapes, we found that the spatial dis-

tribution of temperatures affects the energetic cost of

thermoregulation even when the statistical distribu-

tion of temperatures remains constant (see Chapter 4

of Angilletta 2009). When preferred microclimates

were more distributed throughout an area, and

hence distances between them were smaller,

individuals could thermoregulate more effectively

while expending less energy on movement.

Consequently, thermoregulatory benefits were lower

and energetic costs were higher in environments

where preferred microclimates were harder to

locate. Although we still do not know whether

these results translate to natural environments, we

believe that understanding the costs of thermoregu-

lation will help us to predict the activity of

organisms.

All else being equal, how might changes in thermal

heterogeneity created by environmental warming

influence the activity and energetics of organisms?

Fig. 2 Maps of operative temperatures and areas for potential surface activity for the flat, bumpy, and hilly topographies. For the

flat topography (a), there is little thermal heterogeneity. As a consequence, there is only a narrow window for activity. However,

when activity is possible, all areas within the landscape are suitable. Similar maps are shown for bumpy (b) and hilly (c) topographies.

As the elevational relief increases, thermal heterogeneity increases. As a result, periods of potential activity become more spread out

over time, and areas for surface activity become more limited over space.

670 M. W. Sears et al.
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Warming will likely matter in two ways. On a prox-

imate level, warming could influence how patterns of

activity shift during climate change. On an ultimate

level, warming could influence selective pressures

that shape behavior and physiology in future cli-

mates. In our model, the potential duration of activ-

ity did not differ much between contemporary

climatic conditions and a scenario of climate

change, in which 38C was added to air temperature

(Fig. 3). What did differ was the duration between

potential bouts of activity. Preferred microclimates

appeared earlier in the morning and disappeared

later in the evening. Since individuals in nature

would likely remain warm during periods of

midday inactivity, climate change should increase

energy expenditure over the course of a day without

increasing opportunities to forage. Depending on the

magnitude of this effect (and the behavioral re-

sponses of prey), climate change could decrease the

energy available for growth and reproduction.

Interestingly, the impact of climate change on poten-

tial activity should be ameliorated by topographic

relief, because of the way that relief extends the

potential period of activity during midday.

Interestingly, in the hilly topography, space for sur-

face activity increased under climate change without

much change in the potential timing of activity.

Possibly, individuals in hilly landscapes would bene-

fit from environmental warming. This result stresses

the importance of considering microclimatic varia-

tion when attempting to understand responses to

climate change.

Thermal heterogeneity also will affect the selective

pressures on the thermal sensitivities of organismal

phenotypes, and understanding these selective pres-

sures will be critical for predicting responses to

changing climates. Indeed, models that attempt to

predict the evolution of thermal sensitivity are in

their infancy and, to date, generally have not allowed

for thermoregulation (reviewed by Angilletta et al.

2002; Angilletta 2009). Relaxing this assumption

will be a nontrivial endeavor given that many factors

determine an organism’s motivation and ability to

thermoregulate. That said, we can ponder the poten-

tial interactive effects of environmental warming and

topographical relief on the evolution of thermal sen-

sitivities. Current models, which assume no thermo-

regulation, predict that stable environments (e.g.,

tropical regions) select for thermal specialists with

little margin of safety between their optimal temper-

ature for performance and the maximal temperature

they can tolerate (Lynch and Gabriel 1987; Gilchrist

1995; Deutsch et al. 2008). For organisms in flatter

environments, where thermoregulation cannot occur,

Fig. 3 The potential effects of increasing environmental temperatures on thermal landscapes depends on the topographic structure

of the environment. (A) Median operative temperatures and the middle 95% of operative temperatures are plotted for each surface.

The shaded areas with cross-hatching represents the middle 95% of operative temperatures under contemporary conditions while

the unshaded areas with cross-hatching represent the same conditions under a scenario of climate change. The horizontal dotted

line represents the critical thermal maximum for a lizard. (B) Potential areas for surface activity are plotted under contemporary

scenarios as well as scenarios of climate change. For the flat topography, time and space for activity are relatively unchanged, but

the interval between peaks in activity increases after climate change. For the bumpy habitat, changes in total activity are minimal

as are shifts in activity periods. In the hilly habit, lizards gain potential area for surface activity although the times available for

activity remain relatively unchanged.
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responses to changing climates might be expected to

parallel those of thermoconformers. For organisms in

hilly environments, which experience more spatial

heterogeneity of microclimates, we might expect be-

havioral thermoregulation to buffer changes in the

mean or maximal temperature. Behavioral thermo-

regulation can weaken selection on thermal sensitiv-

ity (Huey et al. 2003), particularly if expected

increases in mean air temperature are small, relative

to the spatial variation in operative temperature

(Clusella-Trullas and Chown 2011). For example, op-

erative temperature can vary by tens of degrees at a

given instance in time in a complex environment

(Fig. 4). Such spatial heterogeneity enables

Sceloporus lizards to maintain very similar body tem-

peratures during activity over broad geographic

ranges (Andrews 1998). Thermoregulating species,

by minimizing their exposure to thermal variation,

reduce their potential to adapt to climate change.

Thus, the buffering of thermal heterogeneity through

behavior ultimately puts a species at risk once it ex-

hausts behavioral options for coping with environ-

mental warming.

The simple mapping of operative temperatures

onto landscapes, as illustrated here, is only the first

step toward understanding how organisms respond

to warming environments. Such maps of thermal

landscapes should be viewed as inputs to models

that link the magnitude and thermal heterogeneity

to the persistence of populations. These models

should account not just for behavioral and physio-

logical responses to temperature, but also for the

impacts of spatial distributions of temperatures.

Researchers have made significant progress along

this front and, in many respects, have been limited

by the scale of spatial data available for modeling

(Kearney and Porter 2004; Buckley 2008). Even so,

the spatially explicit processes that influence the per-

sistence of populations are lacking in these models.

For instance, organisms do not move among micro-

habitats (i.e., pixels) to thermoregulate or to meet

energetic demands. Furthermore, interactions with

nonthermal resources, such as those related to hy-

dration and nutrition, should be considered as well.

Although ecologists understand many of the process-

es that limit species’ ranges (Sexton et al. 2009), and

have made significant progress in developing tools to

aid in their prediction (Franklin 2009), theorists and

empiricists need to work together if future iterations

of these models are to improve significantly.

Empiricists need to record data not only in a spatial

context, but also with regard to how biological pro-

cesses influence organisms’ use of space. For in-

stance, how does the ability to forage or disperse

trade off with the need to thermoregulate?

Furthermore, theoreticians need to construct

models that not only use the data collected by em-

piricists but also suggest what additional data should

be collected. A coordinated effort amongst scientists

with complementary skills will be necessary to ex-

plain and predict the biological impacts of changing

landscapes (Angilletta and Sears 2011).
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Appendix

Appendix 1 Operative temperature
model

To create thermal landscapes, we calculated operative

environmental temperatures for each pixel in our

simulated landscape. Operative environmental tem-

peratures (Te) for a flat surface were calculated as

Te ¼ Ta þ
Rabs � "s�ðTa þ 273:15Þ4

cpðgr þ gHaÞ
ð1Þ

where Ta is the air temperature, "s is the emissivity

of the animal, � is the Stephan–Bolzmann constant,

cp is the specific heat of air at constant pressure, gr is

the radiative conductance of the animal, and gHa is

the boundary layer conductance for heat (Bakken

1992; Campbell and Norman 1998). Rabs is fairly

detailed and is presented below. gr is calculated as

gr ¼
4�ðTa þ 273:15Þ3

cp

ð2Þ (Campbell and

Norman 1998Þ

gHa is calculated as

gHa ¼ 1:4 � 0:135

ffiffiffi
u

d

r
ð3Þ

where u is the wind speed and d is the characteristic

dimension of the animal (Campbell and Norman

1998; Mitchell 1976).

Radiation submodel

Radiation absorbed (Rabs) by an animal was calculat-

ed as

Rabs ¼ s � �sðFhS0 þ 0:5Sd þ 0:5SrÞ þ 0:5�lðSl,a þ Sl,g Þ

ð4Þ

where s is the proportion of the animal in direct sun,

�s and �l are the absorptivities of short- and

long-wave radiation, F is the view factor of the or-

ganism, hS0 is the direct solar radiation reaching the

earth surface, Sd is the diffuse radiation at the earth

surface, Sr is the reflected radiation reflected form the

earth surface, Sla is the longwave radiation emitted

from the atmosphere, and Sl,g is the longwave radi-

ation emitted from the ground surface. (Gates 1980;

Campbell and Norman 1998).

To determine the proportion of direct solar radi-

ation reaching the animal, a view factor (F) was cal-

culated as the ratio of shadow area on a surface

that is perpendicular to the solar beam (Ap) to the

total surface area of a cylinder with rounded ends

(A) as

F ¼
Ap

A
¼ 1þ

4h sin �
�d

4þ 4h
d

ð5Þ

where h is the length of the cylinder, d is the diam-

eter of the cylinder, and � is the angle between the

solar beam and the longitudinal axis of the animal

(Campbell and Norman 1998).

The amount of direct solar radiation (hS0) reach-

ing the earth’s surface was calculated as

hS0 ¼ �S0

�d

d

 !2

cos z � �m ð6Þ

where �S0 is the solar constant (1360 Wm�2) (Gates

1980; Campbell and Norman 1998). �m corrects for

transmittance through the atmosphere, where � is the

optical transmittance and m is the optical air mass

number. m is calculated as

m ¼
pa

101:3 cos z
ð7Þ

where pa is the air pressure and z is the zenith angle

(Campbell and Norman 1998). pa is estimated as

Pa ¼ 101:3e
a

8200 ð8Þ

where a is the altitude in meters (Campbell and

Norman 1998).
�d
d

� �2

is a correction factor that ac-

counts for the elliptical orbit of the earth. This factor

is calculated as

�d

d

 !2

¼ 1þ 2 � 0:1675 cos
2�

365
J

� �
ð9Þ

where J is the Julian day of the year (McCullough

and Porter 1971). Using the cosine law, cos z atten-

uates solar radiation across times of day given

changes in the zenith angle (z), where z (in degrees)
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is calculated as

z ¼ cos�1ðsin� sin �þ cos� cos� cos hÞ ð10Þ

where � is the latitude, � is the declination

of the sun, and h is the hour angle of the sun

(Gates 1980). Declination (�) is calculated (in radi-

ans) as

� ¼sin�1ð0:39785 sin½278:97þ 0:9856�

J sinð356:6þ 0:9856J Þ�Þ
ð11Þ

where J is the Julian day (Campbell and Norman

1998). The hour angle (h, in degrees) is calculated as

h ¼ 15ðt � t0Þ ð12Þ

where t is the time of the day and t0 is solar noon.

Solar noon is calculated as

t0 ¼ 12� LC � ET ð13Þ

LC is the longitudinal correction, calculated as

LC ¼ l mod 15 ð14Þ

where l is the longitude (Campbell and Norman

1998). ET is the equation of time calculated as

ET ¼

� 104:7 sin f þ 596:2 sin 2f þ 4:3 sin 3f

� 12:7 sin 4f � 429:3 cos f

� 2:0 cos 2f þ 19:3 cos 3f

3600
ð15Þ

where f is calculated as

f ¼ 279:575þ 0:9856J
ð16Þ (Campbell and

Norman 1998Þ

The amount of diffuse radiation (Sd) is calculated as

Sd ¼h S0 � 0:3ð1� �
mÞ

ð17Þ (Campbell and

Norman 1998; Gates 1980Þ

The amount of reflected radiation (Sr) was calculated as

Sr ¼ rg hS0 ð18Þ

where rg is the ground albedo (Gates 1980; Campbell

and Norman 1998).

Longwave radiation from the atmosphere (Sl,a)

was calculated as

Sl,a ¼ 53:1� 10�14ðTa þ 273:15Þ6

ð19Þ (Campbell and

Norman 1998Þ

Longwave radiation (Sl,g) emitted from the ground

was calculated as

Sl,g ¼ "g�ðTaþ273:15Þ4
ð20Þ (Campbell and

Norman 1998Þ

To account for topographic relief at the earth’s sur-

face, we used the angle of incidence (i) in place of

the zenith angle z in the above calculations. Note, we

first calculated the zenith angle to ensure that the

sun was above the horizon. The angle of incidence

was calculated as

i ¼ cos�1ðcos as cos a cosð�� �sÞ þ sin as sin aÞ ð21Þ

for i � �
2

radians (Gates 1980).

Otherwise, i was set to �
2

radians. Here, a is

the altitude angle, � is the azimuth angle, as is the

slope, and �s is the aspect. The altitude angle was

calculated as

a ¼ sin�1ðsin� sin �þ cos� cos�cos hÞ ð22Þ

and the azimuth angle was calculated as

� ¼ 180� cos�1 � sin �� cos z sin �

cos � sin z

� �
for t < t0

� ¼ 180� cos�1 � sin �� cos z sin �

cos � sin z

� �
for t 	 t0

ð23Þ (Gates 1980)

For all calculations of operative temperature, because

of elevational topography, we calculated whether or

not a pixel fell in a shadow. This procedure was

performed by determining (on a pixel by pixel

basis) whether or not the solar vector (described in

direction by the azimuth angle and in height above

the ground by the altitude angle) was broken by a

topographical feature. If so, then s in Equation (4)

was set to zero (Dozier et al. 1981), effectively elim-

inating the shortwave radiation term from Rabs.

Air temperature submodel

Air temperatures were estimated from the following

equations, which take daily minimum (Tn) and max-

imum air temperatures (Tx) as input. First, the di-

mensionless diurnal temperature function was

calculated as

�ðtÞ ¼ 0:44� 0:46 sinð!t þ 0:9Þ þ 0:11 sinð2!t þ 0:9Þ

ð24Þ

where t is the time of day and PM (Campbell and

Norman 1998). Next, temperature for any time of

day was calculated as

T ðtÞ ¼ Tx,i�1�ðtÞ þ Tn,i½1� �ðtÞ� for 0 < t � 5

T ðtÞ ¼ Tx,i�ðtÞ þ Tn,i½1� �ðtÞ� for 5 < t � 14

T ðtÞ ¼ Tx,i�ðtÞ þ Tn,i½1� �ðtÞ� for 14 < t < 24

ð25Þ

using Tx and Tn relative to day i (using Tx for i and

i-1 and Tn for i and iþ1).
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